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ABSTRACT
Crowdsourcing and machine learning are both useful tech-
niques for solving difficult problems (e.g., computer vision
and natural language processing). In this paper, we propose
a novel method that harnesses and combines the strength of
these two techniques to better analyze the features and the
sentiments toward them in user reviews. To strike a good
balance between reducing information overload and provid-
ing the original context expressed by review writers, the pro-
posed system (1) allows users to interactively rank the enti-
ties based on feature-rating, (2) automatically highlights sen-
tences that are related to relevant features, and (3) utilizes im-
plicit crowdsourcing by encouraging users to provide correct
labels of their own reviews to improve the feature-sentiment
classifier. The proposed system not only helps users to save
time and effort to digest the often massive amount of user re-
views, but also provides real-time suggestions on relevant fea-
tures and ratings as users generate their own reviews. Results
from a simulation experiment show that leveraging on the
crowd can significantly improve the feature-sentiment anal-
ysis of user reviews. Furthermore, results from a user study
show that the proposed interface was preferred by more par-
ticipants than interfaces that use traditional noun-adjective
pairs summarization, as the current interface allows users to
view feature-related information in the original context.

Author Keywords
Human computation, crowdsourcing, interactive machine
learning, sentiment analysis, user generated content
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Interfaces.

INTRODUCTION
With the rapid success of Web 2.0 technologies, user-
generated content haa become a major source of online infor-
mation. One of the most notable examples is online reviews.
Millions of people now write reviews on websites like Yelp or
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Amazon to express their opinions regarding different restau-
rants or products. These user-generated reviews can be very
helpful for others to make wiser decisions.

However, extensive amounts of user-generated reviews are
difficult for people to digest, creating a typical problem of
information overload. There are two potentially conflicting
goals when designing systems that leverage on user-generated
reviews. First, the system should mitigate information over-
load by summarizing important information for the users;
second, the system should allow users to express their ex-
periences in their own words while at the same time allowing
others to read their reviews in context. With the proposed
system, we aim to provide a balance between the two.

Summarizing the information in user reviews based on re-
lated features and sentiment has proven to be an effective
way to help users to digest the massive amount of informa-
tion more efficiently. For example, Review Spotlight [33]
performs feature-sentiment analysis and presents the results
using noun-adjective pairs. Yatani et al. [33] showed that this
interface can help users make decisions significantly faster,
which demonstrates that feature-sentiment information can
help users digest user-generated reviews more efficiently.

The feature-sentiment analysis in existing intelligent inter-
faces [13, 18, 33] typically incorporates two steps. First, it
finds the features by identifying nouns with high frequency
counts in the text. Second, after determining the features, it
uses the adjective near each feature and a predefined glossary
(e.g., SentiWordNet [9]) to determine the feature’s orienta-
tion. However, researchers have pointed out that this unsuper-
vised learning approach has two major disadvantages, which
we will summarize below.

First, as mentioned in [12], this kind of analysis typically can
discover only features that are explicitly discussed in the con-
tent. For example, consider the following sentence:

“While light, it will not easily fit in pockets.”

This sentence is related to size of a product; however, it is
very difficult for this unsupervised learning approach to dis-
cover the feature because the word “size” does not appear in
the sentence [12]. This greatly undermines the utility of the
algorithm since many opinions expressed in user-generated
reviews are implicit, and they tend to elude discovery by un-
supervised learning methods.



The second disadvantage is that this approach often makes
mistakes in selecting useful features and deciding the senti-
ment orientation of the features. For instance, as mentioned
in [33], “impeccable”, which should be a positive word, has
a very high negative score in their system. Illustrating simi-
lar mistakes made by the system, some of the system’s users
noted that the features they presented did not make much
sense (as described in the paper [33]). These errors may lower
the motivation to use a system as users perceive it to be unre-
liable.

One way to address these problems is to use labeled data
and supervised learning to find the hidden features in the re-
views. Supervised learning has demonstrated better perfor-
mance than unsupervised methods in general [3]. Moreover,
this approach can identify sentences related to a feature even
if the feature itself is not in the sentence because it uses more
than a single term in the sentences to classify. However, su-
pervised methods are difficult, if not impossible, to imple-
ment in existing interfaces because it is difficult to motivate
users to create a label for each sentence they write. Therefore,
one big challenge for this approach is collecting labeled data.
Finding a way to motivate users to provide labels is key to the
success of this supervised approach.

To address the questions discussed above, we propose a
novel intelligent interface that collects training data directly
from users as they generate reviews – a concept often called
implicit crowdsourcing. The system we built can perform
feature-sentiment analysis in nearly real-time. As a result,
it can provide predictions while a user is writing the review.
If the user sees the prediction is wrong, the user can sim-
ply click the icons on the interface to correct the erroneous
prediction. Therefore, instead of providing labels for every
sentence in the review, users need only to correct some mis-
takes made by the system, which greatly reduces the effort
necessary to provide feature-sentiment information. In ad-
dition, users are more motivated to provide labels because
these labels are related to the accuracy of their own reviews.
The collected data can be used as new training instances for
the classifier. Moreover, increasing the number of training
instances raises the coverage of the supervised learning algo-
rithms [14]. Therefore, leveraging the crowd to collect user-
generated labels allows the classifiers to provide more accu-
rate predictions as the number of users in the system grows.
To preview our result, the experiment shows that our super-
vised classifiers can achieve much higher F1 scores than base-
line models that discover feature-sentiment information using
unsupervised methods.

Another drawback of many existing intelligent interfaces is
that the feature-related information is summarized in a very
compressed form (e.g., noun-adjective pairs). Although this
has the advantage of allowing users to retrieve the feature-
related information in the reviews more quickly, it also de-
stroys the original context of the reviews, which often contain
more than pure information, such as social cues, personal ex-
pression, etc. In contrast, the proposed system provides a
highlighting function that highlights the feature-related infor-
mation in its original context. This function integrates into

the traditional review reading experience and creates a good
balance between focusing on feature-related information and
understanding the full reviews. In this study, we compared
the two designs (i.e., noun-adjective pairs summarization and
highlighting) to observe what users liked or disliked about
these two types of systems. To preview our results, we did
find that most users preferred to see the original context rather
than the purely summarized features, thus providing support
to the design.

Overview of the paper
In the rest of the paper, we first will review related work on
how crowdsourcing can be used to assist supervised learning
and feature-sentiment analysis of user reviews. We will then
describe the current system and how it differs from previous
ones. Then we will perform two sets of evaluation. First, we
will present results from a simulation experiment to demon-
strate how the system can outperform previous systems that
utilize unsupervised learning, and how the system can im-
prove over time as more user-generated labels are collected
to improve the classifier in the current system. Second, we
will present results from a user study that tested whether re-
view readers and writers would like the features of the current
system. Specifically, we tested the extent to which review
readers would like to see the context of user reviews instead
of merely summarized reviews, and we tested whether the
real-time feedback would encourage review writers to pro-
vide labels for their own reviews. Finally, we will discuss the
implication of our results for the design of systems that rely
on user-generated content in general, as well as the future di-
rection of the current research.

RELATED WORK

Enhancing machine learning algorithms by collecting la-
beled data from crowdsourcing
Crowdsourcing has been proven as an effective way to solve
various kinds of problems [11]. Individuals can easily recruit
online workers from crowdsourcing platforms like Amazon
Mechanical Turk (AMT)1 to solve problems that are diffi-
cult for digital computers (e.g., text editing [1] and answer-
ing visual query [2]) at a very low cost. These examples have
merely begun to demonstrate the potential of crowdsourcing
as a social computing technique that can be applied in a wide
range of situations.

One of the most notable application for crowdsourcing is col-
lecting labeled data to improve the performance of machine
learning algorithms. Von Ahn and Dabbish [29] pioneered
the field by developing the ESP game, which recruits people
to generate image labels while playing an online game. By
2008, this game had recruited 200,000 players and collected
more than 50 million labels [30]. The collected labels then
were used to improve Google image search. Other games
[10, 31] and methods [22, 25, 26] also have been proposed
to collect high-quality image labels to train computer vision
algorithms.

1https://www.mturk.com



Figure 1. When reading reviews, users can highlight sentences that are
related to the aspect which interests them by a single click.

In addition to image labels, crowdsourcing also has been used
to collect training data for natural language processing. Snow
et al. [24] studied how the labeled data generated by the
non-experts from AMT can be more cost-effective than those
generated by experts. They also showed that the labels col-
lected from crowdsourcing could successfully improve ma-
chine learning algorithms. There are also various workshops
in NAACL [4], SIGIR [17], and WSDM [16] that aim at uti-
lizing crowdsourcing to generate labeled data that are useful
to data mining and information retrieval.

Instead of explicitly recruiting crowd workers to generate la-
beled data to enhance machine learning, Nichols et al. [19]
proposed implicit crowdsourcing, a method that directly col-
lects data generate by the users, which is different from tra-
ditional crowdsourcing that pays money to recruit workers
from AMT to create labeled data. This allows the system to
collect more data as the number of users increases. For exam-
ple, they [19] found that by collecting status updates posted
to Twitter, the system can successfully generate meaningful
summaries of sporting events. This design is especially use-
ful for supervised learning because the size of training data
is essential to the performance of the algorithms [14]. Be-
sides summarizing the data that have been already posted, the
intelligent interface we built can generate the predictions in
real time and involve users to correct the errors made by the
system. As a result, our interface further uses artificial intelli-
gence to assist users to generate labeled data more easily. To
the best of our knowledge, this is a novel concept that has not
yet been explored.

Intelligent interfaces for user reviews
Since user reviews contain much valuable information, many
researches have proposed different methods to analyze the
features and sentiments expressed in user reviews [20]. Hu
and Liu [12] used the minimum support of association rule
to identify frequent terms and phrases in user reviews as fea-
tures. Many researchers [7, 21, 28, 32] also studied how to
use machine learning algorithms to classify the sentiments
expressed in user-generated reviews.

Recently, many intelligent interfaces have been developed to

Figure 2. When browsing entities, the system allows users to sort them
(e.g. restaurants) using their ratings of different features.

help users to understand feature-sentiment information in a
huge amount of user reviews. Liu et al. [18] implemented
Opinion Observer, an interface that uses bar charts to present
the positive and negative sentiments of each feature. Carenini
et al. [5] constructed a treemaps interface for users to inter-
actively explore the information that interests them. In ad-
dition, they also designed a novel visualization for users to
compare the feature-sentiment information between different
entities [6]. Yatani et al. [33] developed Review Spotlight
to present feature-sentiment information in user reviews us-
ing noun-adjective pairs in a tag cloud. Huang et al. [13]
further group the similar features together to display feature-
sentiment information in a more concise format. The biggest
difference between the intelligent interface of our system and
the existing ones is that: instead of summarizing the informa-
tion using noun-adjective pairs, our system presents the infor-
mation by highlighting the feature-related sentences in their
original context. This allows the users to focus on feature-
related information while still have the opportunity to explore
other information in the reviews.

Moreover, intelligent interfaces also have been used to assist
review writing. Dong et al. [8] developed Reviewer’s Assis-
tant, a browser plug-in that identifies the sentences written by
previous users which might also be used by the current user
and recommend them to the user. Their study showed that
the system could suggest sentences that were actually written
by the users. The current system also has an intelligent in-
terface for review writing. Nevertheless, we aim at collecting
feature-sentiment information that can be helpful to the read-
ers instead of assisting reviewers to generate user reviews.

SYSTEM DESIGN AND IMPLEMENTATION
The proposed system incorporates two functions that help
readers digest user reviews: first, it allows its users to high-
light sentences based on the features they are interested in by
a single click; this greatly reduces the amount of information
that a user must read. (Figure 1) Second, users of the system
can rank the entities based on their feature ratings, which are
inferred directly from the contents. (Figure 2)



Figure 3. Users can click the icons on the interface to correct the er-
roneous predictions made by the system while composing reviews. For
example, the cross sign near the sentences allow users to cancel the pre-
dictions made by the system. In addition, users also can click the stars
to change feature-ratings.

To collect the information needed to perform the two func-
tions mentioned above, the system also has a novel intelligent
interface that conducts feature-sentiment analysis in real time.
When a user is writing a review using the system, whenever
the user finishes a sentence, the system would provide the
user real-time predictions about the feature(s) that are related
to it and the star ratings of the features. If the user feels that
the predictions made by the system are wrong, they can sim-
ply click the icons on the interface to correct the errors. (Fig-
ure 3) A graphical representation of the design of our system
is shown in Figure 4.

Data and features of the current system
The data used in the current system was retrieved from Yelp’s
Academic Dataset 2, which consists of 87,173 reviews of
restaurants near 30 schools. In this study, we used three
pre-defined features: food, service, and price. However, one
should notice that the data and features of the system easily
can be altered or expanded and are not limited to the current
settings.

Supervised two-layer feature-sentiment analysis
To discover the related features of each sentence and the in-
ferred ratings of the features, a supervised two-layer feature-
sentiment analysis was conducted on each review in the cor-
pus. A graphical representation of the flow of the two-layer
analysis is shown in Figure 5.

The first layer of the analysis is the sentence feature classifi-
cation. In this layer, the system decides if one sentence is re-
lated to a target feature or not. To initiate the classifiers of the
system, we collected 5,000 labeled sentences by recruiting
194 workers from Amazon Mechanical Turk at a cost of $9.70
(from 4/11/2012 to 4/21/2012). The workers were asked to
label whether a sentence was related to any of the three pre-
defined features or to none of them (A sentence can be related
to more than one feature). This is used to simulate the data
generated by the initial users of our system. We preprocessed
the text by stemming and removing stop words, and we con-
verted these labeled sentences into unigram feature vectors.

2http://www.yelp.com/academic dataset

Figure 4. When user is writing a review using our novel intelligent in-
terface, the system performs a real-time feature-sentiment analysis. The
user can easily correct the erroneous predictions made by the system.
The corrected data then is used to improve the classifiers to provide use-
ful information for other users to digest the reviews.

Then, we used the SVM light package3 to train the classifiers
on these feature vectors. If a sentence was related to a cer-
tain feature, its associated feature vector would be treated as
a positive training instance for the classifier of that feature.
In contrast, if the sentence is not related to that feature, its
feature vector was used as a negative training instance. Fi-
nally, sentences that did not have labels in the corpus were
converted into unigram feature vectors, and the system used
the classifiers trained on the labeled sentences to classify the
features related to the unlabeled sentences.

The second layer of the analysis is the feature-rating pre-
diction, which predicts the star ratings of different features
in each review. To construct the classifiers, we utilized the
reviews and their associated star ratings in Yelp’s academic
dataset. First, the reviews with 4 or more stars were used as
positive training instances and reviews with less than 4 stars
were used as negative training instances. These reviews were
converted to feature vectors and were used to train a positive-
negative classifier using SVM light. By a similar procedure,
we built a 4-5-star classifier and a 2-3-star classifier4. These
classifiers allowed us to predict the overall ratings of each
review. For example, if a review was predicted as positive
(more than 3 stars) by the positive-negative classifier, the sys-
tem then would run the 4-5-star classifier to see if it should
be classified as a 4-star review or a 5-star review.

Equipped with the rating classifiers, the system then predicts

3http://svmlight.joachims.org/
4We grouped 1-star review to the 2-star reviews category because
there is only a very small portion of the reviews are 1-star



Figure 5. The flow of the two-layer feature-sentiment analysis. The sys-
tem first classify the sentences with their related features. The sentences
that are related to the same feature then are grouped together and are
used to predict the rating of the feature.

the feature ratings of each review by classifying the star rating
using only the contents that are related to a feature (based on
the first layer analysis). For instance, when predicting the ser-
vice rating of a review, the system would first find out which
sentences related to service using the service-feature classi-
fier. Then, these sentences would be grouped together and
classified by the star-rating classifiers. Finally, the output of
the classifier would be the service rating of the review.

Collecting corrected feature-sentiment information from
users
To ensure the accuracy of the analysis made by the system and
collect more training data to improve the performance of the
classifier, the system provides an interface that can perform
real-time feature-sentiment analysis while a user composes a
review. Whenever the user finishes a sentence, the web-based
system sends it to the server using AJAX. When the server
receives the sentence, a Python script performs the text pre-
processing and converts the sentence into a unigram feature
vector that can be processed by the classifiers. Then the sys-
tem conducts the two-layer feature-sentiment analysis using
the SVM light package. Finally, the result of the analysis is
sent back to the interface on the client side. The whole analy-
sis can be performed within one second, including the latency
of the Internet, so for the user, the analysis seems to occur in
real time.

If the predictions are wrong, the user can simply click the
icons next to the predictions on the interface to correct them.
For example, if a sentence is mistakenly classified as a sen-
tence that is related to price but the user judges that it is not,
the user can use the cross sign near the sentence to cancel
this prediction and assign the sentence to other categories, or
not to any existing category. If, for example, the sentence is
judged to be related to food, the user can click the icon that

represents food near the sentence to label it. Furthermore, if
the star-rating predictions are wrong, the user can click the
stars on the interface to change the ratings.

EXPERIMENTS
To evaluate whether our proposed method really improves
feature-sentiment analysis, we manually labeled the related
features (i.e., food, service, and price) of 1,000 sentences in
the dataset and used these as gold standard test dataset. The
system’s ability to discover the related features of our pro-
posed design and the baseline models was evaluated on this
dataset.5 In this study, we focused only on the ability to clas-
sify feature-related sentences of the proposed method and left
evaluation of the ability to generate accurate feature-rating for
future work. Specifically, we wanted to test two hypotheses:

H1: The supervised classifier in our design can achieve
higher performance than a traditional unsupervised approach
can.

H2: More training data improves the performance of the clas-
sifier.

Two experiments were performed to test the hypotheses. The
details of these experiments are described below.

Experiment I: Comparisons between supervised and un-
supervised methods
In this experiment, we compared the proposed supervised
method to a baseline model with unsupervised learning to test
if H1 is true.

Method
Three sentence-feature classifiers (food, service, and price)
were trained on 5,000 sentences labeled by AMT workers.
We performed text preprocessing which includes stemming
and removing the stop words of the sentences. The sentences
then were converted to the feature vectors using a unigram
model. Finally, we used SVM light to train the classifiers on
these feature vectors.

In addition, we built a baseline model similar to the ones in
[13, 18, 33]. This unsupervised model used 434,664 sen-
tences in the full data set. The data size is much larger than
the 5,000 labeled sentences used in the supervised method. To
identify the frequent features in the sentences, we first used
the part-of-speech tagging function in NLTK6 to find all the
nouns and adjectives in the sentences. Then, we performed
the same text preprocessing as in the supervised method. Af-
ter that, the nouns (after stemming) that appeared in more
than 1% of the total sentences were selected as the features.
This threshold is the same as the minimum support used in
[18]. We tried to vary the threshold to 0.1%, 0.5%, and
2%, but there were no significant differences in the results
of the various thresholds. Therefore, only the results of the
1% threshold were reported. After the features were selected,
the closest adjective to each feature was considered as the one
5We did not use the labels retrieved from AMT to evaluate the clas-
sifiers because we found that it contains many low-quality labels.
6http://nltk.org/



Figure 6. The comparisons between the F1 scores of the supervised
method and the best performance of the unsupervised methods. The
results show that the supervised method can achieve much better F1

scores than the unsupervised methods in all three features tested.

that described the feature. We then grouped the features us-
ing the Kullback-Leibler divergence [15] between the adjec-
tives that described the features, which is the feature grouping
method used in [13]. Finally, the top (5, 10, 20, 30) closest
features to food, service, and price were assigned to them as
sub-features. If one of the sub-features occurred in a target
sentence, the sentence was classified as related to the main
feature (food, service, or price).

Evaluation
We evaluated the systems on a 1000-sentence test data man-
ually labeled by the authors. The precision, recall, and F1

score were calculated using the formulas below:

precision =
# feature-related sentences classfied correctly
# sentences classified as related to the feature

recall =
# feature-related sentences classfied correctly

# feature-related sentences

F1 = 2 · precision · recall
precision + recall

We used the F1 scores to evaluate the performance of the
classifiers because it is a weighted average of precision and
recall. Since there is a trade-off between precision and recall,
F1 scores can evaluate the results more fairly [23]. The pre-
cision, recall, and F1 scores of the supervised method and the
unsupervised methods with various number of sub-features
are summarized in the table 1, 2, and 3.

The results show that the proposed supervised method
achieved much higher F1 scores in classifying feature-related
sentences. (Figure 6) When looking more carefully into the
precision and recall of each classifier, we see that the super-
vised method can achieve much higher precision than the un-
supervised methods can. In addition, although increasing fea-
tures to the unsupervised methods allows them to outperform
the supervised method in recall of two of the three features,

5 feat. 10 feat. 20 feat. 30 feat. supervised
Food 47.67% 51.69% 53.78% 51.99% 85.75%
Service 18.47% 18.39% 16.59% 17.09% 90.00%
Price 24.55% 16.29% 13.83% 11.91% 80.95%

Table 1. Precision of supervised method and unsupervised methods with
different number of sub-features

5 feat. 10 feat. 20 feat. 30 feat. supervised
Food 30.09% 41.63% 61.09% 68.10% 70.50%
Service 34.33% 41.04% 50.75% 65.67% 47.01%
Price 31.68% 35.64% 49.50% 63.28% 40.50%

Table 2. Recall of supervised method and unsupervised methods with
different number of sub-features

5 feat. 10 feat. 20 feat. 30 feat. supervised
food 36.89% 46.12% 57.20% 58.96% 77.38%
Service 24.02% 25.40% 25.01% 27.12% 61.76%
Price 30.60% 24.51% 22.22% 20.00% 53.99%

Table 3. F1 scores of supervised method and unsupervised methods with
different number of sub-features

the precision becomes unacceptably low (around 15%). The
reason is that unsupervised methods would include many gen-
eral terms as sub-features, which are not very helpful to the
classification task. In contrast, the supervised method uses
the unigram feature vector to determine whether one sentence
is related to a feature. Therefore, the classification result is
not dominated by any single term. In addition, the supervised
method can discover some hidden patterns in sentences. For
instance, consider the following:

“The food is superb and it comes out pretty fast.”

This sentence is related to both food and service. By using an
unsupervised method, the only feature that can be discovered
is food because it is mentioned explicitly in the sentence. On
the other hand, the supervised method used in our system can
successfully capture both features because “fast” and “come”
both carry meanings that are related to service, which is the
hidden feature of this sentence. The supervised method can
learn these implicit concepts (e.g., fast and come) to discover
the hidden feature if it is trained on a massive amount of la-
beled data. As a result, the supervised method can achieve
higher F1 scores. The results therefore provide support to H1
– using supervised learning to train the classifier can result in
better performance than that achieved by traditional unsuper-
vised methods. In particular, the current method can signifi-
cantly improve precision because of the fact that many hidden
variables that define the categories in user reviews cannot be
easily identified by unsupervised methods.

Experiment II: Comparisons between the supervised
methods with various training data size
In this second experiment, we varied the size of data that is
used to train the supervised classifiers to see if H2 is sup-
ported.

Method
We trained the classifiers on 0.5K, 1K, 2K, 3K, 4K, and 5K
labeled sentences. These subsets of labeled sentences were
selected randomly from the 5,000 labeled sentences collected
from AMT as described in experiment I.



Figure 7. The F1 scores of the feature-classifiers trained on various size of data. The results show that there was a very high positive correlation between
the size of training data and the performance of the classifiers.

Evaluation
The precision, recall and F1 scores of the feature-classifiers
trained on various sizes of labeled sentences are summarized
in the table 4, 5, and 6.

500 1000 2000 3000 4000 5000
food 85.02% 82.13% 81.37% 82.90% 84.58% 85.75%
Service 95.00% 68.83% 70.93% 86.67% 85.53% 90.00%
Price 92.59% 96.15% 87.10% 78.38% 79.49% 80.95%

Table 4. Precision of supervised method on various size of training data
500 1000 2000 3000 4000 5000

food 51.13% 64.19% 59.01% 72.07% 74.10% 70.50%
Service 28.36% 39.55% 45.52% 48.51% 48.51% 47.01%
Price 24.75% 24.75% 26.73% 28.71% 30.69% 40.50%

Table 5. Recall of supervised method on various size of training data
500 1000 2000 3000 4000 5000

food 63.86% 72.06% 68.41% 77.11% 78.99% 77.38%
Service 43.68% 50.23% 55.45% 62.20% 61.91% 61.76%
Price 39.06% 39.37% 40.91% 42.03% 44.28% 53.99%

Table 6. F1 score of supervised method on various size of training data

The results show that the performances of the classifiers
clearly are positively correlated to the size of training data.
The Pearson correlations between the size of training data and
the F1 scores of the feature classifiers for food, service, and
price are 85%, 90%, and 89%, respectively. We also found
that the improvements of the classifiers are mostly from re-
call. The Pearson correlations between the size of training
data and the recall of the feature classifiers for food, service,
and price are 81%, 79%, and 91% respectively. This shows
that more training data can help the classifiers discover more
hidden patterns in the data, which supports H2, that more
training instances can enhance the performance of the feature
classifiers. This also implies that when more users use the
system, the classifiers behind the system can generate more
accurate predictions because more training data can be col-
lected from users.

Summary
To summarize, our experiments show that the proposed super-
vised method can be a better mechanism in classifying sen-
tences by their related features than traditional unsupervised

method. Moreover, increasing the training data can further
improve the performance of the supervised classifiers, which
means that collecting labeled data from users effectively en-
hances the feature-sentiment analysis of the system.

USER STUDY
We conducted a user study to gain more insight into how
our interface impacts users and to answer the following three
questions that are important to our theses:

1. Does the feature-sentiment analysis and highlighting func-
tion of our system help users digest the information in user
reviews?

2. Is the highlighting function better than existing intelli-
gent interfaces that summarize feature-sentiment by noun-
adjective pairs?

3. Will users correct the erroneous predictions made by the
system?

The first two questions show how our proposed interface
helps readers digest user reviews and the last question lets us
know if the system really can collect more corrected feature-
sentiment information when the system is deployed in the
wild.

Procedure
At the beginning of the study, the participants were asked to
fill out a questionnaire collecting demographic information
and asking how often they read and write user reviews. Then,
we introduced our interface and its functions to the partici-
pant. After that, the participants were asked to read reviews
about a restaurant using both our interface and yelp’s web-
site7. When they finished reading, they were asked if the
highlighting function of our interface helped them get useful
information about the restaurant from the reviews.

Then, we introduced RevMiner8 [13], an interface that uses
noun-adjective pairs to summarize feature-sentiment infor-
mation in the reviews to its users. (Figure 8) After the partic-
ipants became familiar with the interfaces, we let them com-
pare the noun-adjective pairs summarization with our high-
lighting function. We chose to use the RevMiner interface
7http://www.yelp.com/
8http://revminer.com/



Figure 8. Noun-adjective pairs visualization in RevMiner. We used
RevMiner as an example to represent the interfaces that summarize
feature-sentiment information using noun-adjective pairs.

because it was one of the most recently developed at the time
this article was written, and because it was publicly available
on the Web. We should point out that our intention was not
to directly compare our interface to this particular interface.
Instead, we are interested in comparing the general design be-
tween summarization using noun-adjective pairs (which are
used primarily in RevMiner) and highlighting (which is used
in our system).

Finally, we demonstrated the review-writing interface of our
system, and asked the participants to write a review about a
restaurant they recently visited using the interface. After they
completed their reviews, we asked the participants whether
they would use the interface to correct the feature-sentiment
predictions when they were wrong.9

Participants
Thirteen college and graduate students (7 males and 6 females
between the ages of 22 and 34) participated in this study. All
of the participants read user reviews online at least once a
month, and 8 of the 13 participants (62%) have experience in
writing user reviews online. The study lasted approximately
30 minutes.

USER STUDY RESULTS

Highlighting helped participants digest user reviews
When comparing our interface with traditional review web-
sites, 11 of the 13 participants (85%) suggested that the high-
lighting function helped them to understand more quickly the
information contained in a massive amount of online reviews.
One participant mentioned:

The highlighting function really helps me focus on the
information I am interested in. I can get the informa-
tion without spending time on the murmur of the re-
viewers.

Although two participants thought this function didn’t make
significant differences, this result demonstrated that the
feature-sentiment analysis and highlighting function were
9The exact wordings of our questions are listed in the appendix at
the end of the paper.

perceived as helpful for the majority of the participants in di-
gesting the large number of user reviews.

More participants preferred highlighting over noun-
adjective pairs summarization
When participants were asked to compare our interface (high-
lighting) to RevMiner (noun-adjective pair), 6 of 13 partici-
pants (46%) thought our interface was better, 3 of them (23%)
thought RevMiner was better, and 4 of them (31%) thought it
was a tie. The result suggests that about twice as many partic-
ipants preferred the highlighting function, compared to those
who preferred noun-adjective pairs summarization. The rea-
son was that the highlighting function allowed people to fo-
cus on the feature-sentiment information in its original con-
text, which creates a good balance between focusing on some
feature-sentiment information and the whole review. In con-
trast, the noun-adjective pairs summarization allowed the par-
ticipants to see only the compressed and fractured informa-
tion, which was not easy for them to interpret. One of our
participants noted:

I really like the first one (our interface) because it let
me focus on some parts that I am interested in and
I can also see its context. However, when reading
reviews using the second one (RevMiner), I only see
some short phrases. I have to first put them together to
guess the meanings, so it takes more time and is hard
to get the original context. This doesn’t help me learn
the experience of the previous users.

The participants who favored noun-adjective pairs summa-
rization preferred it mainly because it offered more features
than the three pre-defined features in our interface. However,
this issue can be addressed by including more features in our
system since the cost of adding new features is low.

Participants were motivated to correct erroneous predic-
tions made by the system
After having the experience using our review-writing inter-
face with real-time feature-sentiment analysis, 9 of the 13
participants (69%) expressed that they would correct errors
made by the system. One of the participants mentioned,

When I write a review, I want to let others get my com-
ments as clear as possible, so I care about the correct-
ness of the information in the review and will correct
the mistakes made by the system.

Another participant said,

Because I read reviews using this system before, I know
that my effort can help others understand my review,
so I will provide the information even if it causes some
extra work for me.

This promising result demonstrates that the real-time feature-
sentiment analysis does motivate users to correct the erro-
neous predictions of their own reviews. This is important as
the system can collect more corrected labels to improve the
classifier over time. We believe that the user’s ability to see



immediately how their reviews will be classified is an impor-
tant feature that motivates users to provide a low-cost (one
click) easy correction of the automatic classification.

Of course, the current study cannot directly prove that most
users really would correct the mistakes made by the system.
Nevertheless, when the number of users increases, even if
only a small portion of them provide feedback, the system
still can benefit from the feedback and enhance classification
accuracy.

Summary
To summarize, our user study answered the three questions
related to our theses. First, the highlighting function pro-
vided by the proposed system can improve the user’s read-
ing experience. Second, highlighting is at least as good as,
if not better than, noun-adjective pair summarization because
it preserves the original context of the feature-sentiment in-
formation as expressed by the review writers. Finally, the
interface with real-time feature-sentiment analysis can suc-
cessfully motivate users to correct errors made by the system,
so the classifiers behind the system can be improved as the
number of users increases.

DISCUSSION
Reducing effort in order to motivate users to correct erro-
neous predictions
Our interface reduces the effort needed to provide feature-
sentiment information by performing real-time analysis,
which requires only that users correct some mistakes made by
the system instead of segmenting, labeling, and rating their
reviews themselves. As a result, our user study shows that
around 70% of the participants expressed that they would
provide corrected feature-sentiment information. However,
about 30% of the participants did say that they would not cor-
rect the erroneous predictions made by the system. When
asked, they said the effort required needed to be further re-
duced. As one of the participants explained:

I know that correcting the errors can be helpful to my
readers, but I think it’s just too much work for me.
I need to click many icons there to make them right.
That’s why I choose to just ignore the errors.

Therefore, it is important for us to design interfaces that al-
low users to correct the errors more easily. In future, we
would like to experiment with different interface designs to
determine how to motivate more users to provide the cor-
rected data. One possible way is to design an interface that
allows users to drag the icons and sentences directly. On the
other hand, given that most users said they would provide the
label and the classifier could benefit from the input, fewer
and fewer corrections would be needed for future users as the
classifier became more accurate.

Including more features in the proposed design
Our user study shows that about 23% of the participants pre-
ferred the intelligent interface that used noun-adjective pairs
summarization (RevMiner). As suggested by the participants,
the biggest advantage of the interface is that it has more fea-
tures that interest them. In contrast, our system has only three

pre-defined features. This problem can be solved easily by
including more features, so it is not an inherent limitation of
the system. Since the efficiency of the classifiers is pretty
high, adding more features will not cause any technical prob-
lems when more features are added. However, additional fea-
tures may introduce a different problem. As mentioned ear-
lier, maintaining a low level of effort required is important
for motivating users to provide the correct labels. However,
adding more features may increase the effort, as users need
to remember what the possible categories are. This also may
make the interface more complex. Therefore, there is clearly
a tradeoff between providing more detailed categories and in-
formation and maximizing usability.

Real-time feature-sentiment analysis can encourage
users to generate more structured reviews
Although our system was not intended to help users write
reviews with higher quality, we did see that the real-time
feature-sentiment analysis affected the reviews generated by
the users. As one of the participants mentioned after she
wrote a review using our interface:

The results of the (feature-sentiment) analysis let me
know which part I haven’t mentioned in my review, so
I will try to write some words that are related to that
part.

In our user study, we also found that participants would try
to write something related to the three pre-defined features
before they finished. This shows that the real-time analysis
can encourage users to generate reviews that cover more fea-
tures, which can improve the quality of reviews collected by
the system. A controlled experiment that shows how the real-
time analysis affects review quality can be done in the future.

The upper bounds of classification accuracy
In our experiment, the food-classifier reached the highest F1

score at 4000 training instances, and the service-classifier
reached the highest at 3000 training instances; however, the
F1 score of the price-classifier continued to grow even after
5000 training instances. The intuitive explanation for this is
that there were more positive training instances for food and
service in our randomly chosen training dataset, so the clas-
sifiers learned faster initially.

In the future, it would be valuable to perform a study to de-
termine the upper bounds of classification accuracy. Once
a classifier reaches its upper bound, the system could stop
asking users to provide feedback for that classifier. This can
reduce the workload of the users of the system.

CONCLUSIONS AND FUTURE WORKS
In this paper, we presented a novel intelligent system that per-
forms a two-layer feature-sentiment analysis in real time. The
system can provide real-time predictions to users who are
writing user reviews, which makes it very easy for them to
provide feature-sentiment information by simply correcting
the erroneous predictions. Our user study shows that about
70% of the participants were willing to correct the mistakes
made by the system, which means that the proposed interface
can successfully utilize the power of the crowd to collect a



massive amount of labeled data that can be used to train the
supervised classifiers. Moreover, our experiment shows that
the size of training data is positively correlated to the per-
formance of the feature-sentiment analysis. As a result, we
can expect that the analysis performed by the system can be-
come more and more accurate as the number of system users
increases.

In addition, we compared our system to existing intelligent
interfaces with similar purposes. The results of our exper-
iment show that the supervised method of our system can
achieve much higher F1 scores than traditional unsupervised
methods can achieve. Moreover, our user study also shows
that 46% of the participants preferred the highlighting func-
tion of our interface over the noun-adjective pairs summa-
rization, while only 23% of them preferred the summariza-
tion. This indicates that our system can provide more accu-
rate feature-sentiment information and help users understand
the information better than traditional interfaces with similar
goals can.

The results of our experiment show that implicit crowdsourc-
ing can be useful to improve supervised learning algorithm’s
ability to collect a huge amount of training data at no cost.
The mechanism used in the proposed design also can be ap-
plied to other domains, like status updates in social media or
contents in Q&A forums and is not limited to user reviews.
However, there are still some limitations to the current de-
sign. One of the most essential issues is to find ways to fur-
ther reduce the effort necessary for users to provide useful
information. Moreover, it is also important to find a good
way to include more features or even to let users input un-
specified features themselves. We believe the work presented
in this paper offers a good first step for more future studies
that combine the strengths of intelligent interface and implicit
crowdsourcing.

In the future, we would like to deploy our system in the wild
to see if it really can help users and study how users interact
with the system on a large scale. Furthermore, since the sys-
tem involves its users to provide training data interactively, it
is possible for us to include active learning [27] in our system
design to further improve the performance of the supervised
learning classifiers.
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APPENDIX: QUESTIONNAIRE
Q1: When reading user reviews, do you prefer the first
interface or the second interface? Why?

Q2: When reading user reviews, do you prefer the highlight-
ing function of the second interface or the noun-adjective
pair representation of the last interface? Why?

Q3: When writing user reviews on the review writing
interface you just used, would you correct the erroneous
predictions made by the system? Why or why not?
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